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Welcome

Artificial Intelligence for Medicine I

• This course is Artificial Intelligence for Medicine I

• What you will learn:

1. Understand the basic principles of AI and machine learning.

     

2. Program in Python     

   

3. Use Python libraries for AI model development.  

      

4. Develop skills for AI model development for a given medical 

field. 

5. Analyze the ethical, legal, and social implications of AI in 

healthcare      
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Tentative Course Outline for AI for 

Medicine I
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WEEK TOPIC

Week 1 What is AI? History and evolution of AI in medicine

Week 2 Programming in Python - Elementary Programming

Week 3 Programming in Python - Mathematical Functions, Strings, and Objects

Week 4 Programming in Python - Decision Statements

Week 5 Programming in Python - Loops

Week 6 Programming in Python - Functions 

Week 7 Programming in Python - Multidimensional Lists, Tuples, Sets, and Dictionaries

Week 8 Programming in Python - Data Libraries/Structures for AI

Week 9 Introduction to Basic AI Models and Process for Medicine

Week 10 Data Storage, Loading, and Prepocessing/Wrangling

Week 11 Exploratory Data Analysis and Data Visualization

Week 12 Model Development

Week 13 Model Evaluation and Refinement 

Week 14 Ethical, Legal, and Social Implications of AI in Medicine



Artificial Intelligence for Medicine II

• Next semester, we have a continuation of this course: Artificial 
Intelligence for Medicine II

• What you will learn in AI for Medicine II:
1. Understand the fundamental concepts of AI and machine learning.

        

2. Analyze the role of AI in various medical fields, including 
diagnostics, imaging, personalized medicine, and drug discovery.
       

3. Learn and apply AI models to solve specific problems in medicine.
        

4. Gain hands-on experience with AI tools and platforms through 
practical exercises and projects.    
   

5. Stay informed about the latest advancements, research studies, 
and trends in AI and healthcare.    
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Tentative Course Outline for AI for 

Medicine II
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WEEK TOPIC

Week 1 Introduction to AI Methods and their Applications in Medicine

Week 2 Machine Learning Basics

Week 3 Data Collection and Preprocessing

Week 4 Supervised Learning

Week 5 Unsupervised Learning

Week 6 Model Evaluation and Performance Metrics

Week 7 Deep Learning in Medicine 

Week 8 Medical Imaging and AI

Week 9 Natural Language Processing (NLP) in Healthcare

Week 10 AI in Diagnostics and Disease Prediction

Week 11 AI in Personalized Medicine, Treatment Planning, Drug Discovery

Week 12 AI in Medical Robotics and Genomics

Week 13 Challenges and Limitations of AI in Medicine, and Future Trends 

Week 14 Course Review and Project Presentations



Sci-Fi AI?
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▪ C3PO 
in Star Wars

Machines that Can Speak (cont.)

◼ KITT 
in Knight Rider
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But Still a Sci-Fi…

◼ “However, as 2001 approached it became clear that 
2001's predictions in computer technology were far 
fetched.  Natural language, lip reading, planning and 
plain common sense in computers were still the stuff 
of science fiction.”
HAL 9000 – Wikipedia

One who does not dream big cannot achieve big things.



Artificial general intelligence (AGI)
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• Today, we talk about Artificial general intelligence (AGI)

• Artificial general intelligence (AGI) is a type of artificial intelligence (AI) that 

matches or surpasses human cognitive capabilities across a wide range of 

cognitive tasks. This contrasts with narrow AI, which is limited to specific 

tasks.[1][2] AGI is considered one of the definitions of strong AI.[3]

• Artificial general intelligence (AGI) is a field of theoretical AI research that attempts 
to create software with human-like intelligence and the ability to self-teach. The aim 
is for the software to be able to perform tasks that it is not necessarily trained or 
developed for.

• AGI may be comparable to, match, differ from, or even appear alien-like 

relative to human intelligence, encompassing a spectrum of possible cognitive 

architectures and capabilities that includes the spectrum of human-level 

intelligence.[4][5][6]

• Creating AGI is a primary goal of AI research and of companies such 

as OpenAI[7] and Meta.[8] A 2020 survey identified 72 active AGI R&D projects 

spread across 37 countries.[9]

https://en.wikipedia.org/wiki/Artificial_general_intelligence

https://en.wikipedia.org/wiki/Artificial_intelligence
https://en.wikipedia.org/wiki/Narrow_AI
https://en.wikipedia.org/wiki/Artificial_general_intelligence#cite_note-1
https://en.wikipedia.org/wiki/Artificial_general_intelligence#cite_note-2
https://en.wikipedia.org/wiki/Strong_AI_(disambiguation)
https://en.wikipedia.org/wiki/Artificial_general_intelligence#cite_note-3
https://en.wikipedia.org/wiki/Artificial_general_intelligence#cite_note-4
https://en.wikipedia.org/wiki/Artificial_general_intelligence#cite_note-FOOTNOTEKurzweil2005-5
https://en.wikipedia.org/wiki/Artificial_general_intelligence#cite_note-6
https://en.wikipedia.org/wiki/OpenAI
https://en.wikipedia.org/wiki/Artificial_general_intelligence#cite_note-OpenAI_Charter-7
https://en.wikipedia.org/wiki/Meta_Platforms
https://en.wikipedia.org/wiki/Artificial_general_intelligence#cite_note-8
https://en.wikipedia.org/wiki/R%26D
https://en.wikipedia.org/wiki/Artificial_general_intelligence#cite_note-baum-9
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Large Language Models

1 — Available 

Large Language 

Models 

2 — General Use-

Cases

3 — Specific 

Implementations

4 — Models

5 — Foundation 

Tooling

6 — End User UIs

https://dataforest.ai/blog/large-language-models-advanced-communication



The Major History of NLP / LLM

https://medium.com/the-ai-analytics-corner/demystifying-chatgpt-part-01-the-history-of-llm-nlp-53d6084758e8
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https://medium.com/@Blocktunix/key-technologies-in-ai-app-development-9a796826d107



AI in medicine and healthcare: a 

rapidly exploding field 
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Source: https://biods220.stanford.edu/



AI in medicine and healthcare: a 

rapidly exploding field 
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Source: https://biods220.stanford.edu/



AI in medicine and healthcare: a 

rapidly exploding field 
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Source: https://biods220.stanford.edu/
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Artificial Intelligence (AI) in Healthcare 

Market - Global Forecast to 2029 
• The global AI in Healthcare market size was valued at 

USD 20.9 billion in 2= 024 and is estimated to reach 

USD 148.4 billion by 2029.

• The growth of AI in the healthcare market is driven by 

the generation of large and complex healthcare datasets, 

the pressing need to reduce healthcare costs, improving 

computing power and declining hardware costs, and the 

rising number of partnerships and collaborations among 

different domains in the healthcare sector, and growing 

need for improvised healthcare services due to 

imbalance between healthcare workforce and patients.
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Source: https://www.marketsandmarkets.com/Market-Reports/artificial-intelligence-healthcare-market-

54679303.html?gad_source=1&gclid=Cj0KCQjwu-

63BhC9ARIsAMMTLXRjxj3SvMxw2q9uyj3_cuUfpOnwWW_n8J9InV4EiVP45UcAOnBtxG8aAhhcEALw_wcB

https://www.marketsandmarkets.com/Market-Reports/artificial-intelligence-healthcare-market-54679303.html?gad_source=1&gclid=Cj0KCQjwu-63BhC9ARIsAMMTLXRjxj3SvMxw2q9uyj3_cuUfpOnwWW_n8J9InV4EiVP45UcAOnBtxG8aAhhcEALw_wcB
https://www.marketsandmarkets.com/Market-Reports/artificial-intelligence-healthcare-market-54679303.html?gad_source=1&gclid=Cj0KCQjwu-63BhC9ARIsAMMTLXRjxj3SvMxw2q9uyj3_cuUfpOnwWW_n8J9InV4EiVP45UcAOnBtxG8aAhhcEALw_wcB
https://www.marketsandmarkets.com/Market-Reports/artificial-intelligence-healthcare-market-54679303.html?gad_source=1&gclid=Cj0KCQjwu-63BhC9ARIsAMMTLXRjxj3SvMxw2q9uyj3_cuUfpOnwWW_n8J9InV4EiVP45UcAOnBtxG8aAhhcEALw_wcB
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Large language models encode 

clinical knowledge
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We curate MultiMedQA, a benchmark for answering medical questions spanning medical exam, medical research and consumer 

medical questions. We evaluate PaLM and its instructed-tuned variant, Flan-PaLM, on MultiMedQA. Using a combination of 

prompting strategies, Flan-PaLM exceeds state-of-the-art performance on MedQA (US Medical Licensing Examination 

(USMLE)), MedMCQA, PubMedQA and MMLU clinical topics. In particular, it improves over the previous state of the art on 

MedQA (USMLE) by over 17%. We next propose instruction prompt tuning to further align Flan-PaLM to the medical domain, 

producing Med-PaLM. Med-PaLM’s answers to consumer medical questions compare favourably with answers given by 

clinicians under our human evaluation framework, demonstrating the effectiveness of instruction prompt tuning.

https://www.nature.com/articles/s41586-023-06291-2 

https://www.nature.com/articles/s41586-023-06291-2


A (Short) History of AI



Pre-AI developments

• While AI is a relatively young field, one 

can trace back some of its roots back to 

Aristotle, who formulated a system of 

syllogisms that capture the reasoning 

process: how one can mechanically apply 

syllogisms to derive new conclusions.

• Alan Turing, who laid the conceptual

foundations of computer science, 

developed the Turing machine, an

abstract model of computation, which, 

based on the Church-Turing thesis, can 

implement any computable function.

• In the 1940s, devices that could actually 

carry out these computations started 

emerging.

• So perhaps one might be able to capture 

intelligent behavior via a computer. But 

how do we define success?

Syllogism, in logic, a valid deductive argument having 

two premises and a conclusion
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Test for Intelligence – Turing Test

▪ Alan Turing (1950) proposed a 

test of a machine's capability to 

perform human-like 

conversation.

◼ A human judge engages in a natural language 
conversation with two other parties, one a human 
and the other a machine; if the judge cannot 
reliably tell which is which, then the machine is said 
to pass the test. 



Birth of AI (1956)

• AI’s official birth: Dartmouth conference , 1956

The term “Artificial Intelligence” 

adopted



A (Short) History of AI

• 1940-1950: Early days
– 1943: McCulloch & Pitts: Boolean circuit model of brain

– 1950: Turing's “Computing Machinery and Intelligence”

• 1950—70: Excitement: Look, Ma, no hands!
– 1950s: Early AI programs, including Samuel's checkers 

program, Newell & Simon's Logic Theorist, Gelernter's 
Geometry Engine

– 1956: Dartmouth meeting: “Artificial Intelligence” adopted

– 1965: Robinson's complete algorithm for logical reasoning

• 1970—90: Knowledge-based approaches
– 1969—79: Early development of knowledge-based 

systems

– 1980—88: Expert systems industry booms

– 1988—93: Expert systems industry busts: “AI Winter”

• 1990—: Statistical approaches
– Resurgence of probability, focus on uncertainty

– General increase in technical depth

– Agents and learning systems… “AI Spring”?

• 2000—: Where are we now?     



Early progress in the late 50s and 

60s
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1970—90: Knowledge-based approaches
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First appearances of modern neural 

networks
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2012: Deep learning breakthrough
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Key ingredients of deep learning
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ImageNet is an image database organized according to the WordNet hierarchy (currently only the nouns), in which each 

node of the hierarchy is depicted by hundreds and thousands of images. The project has been instrumental in advancing 

computer vision and deep learning research. 



2015: Very deep convnets and 

challenging vision tasks

31

Error

Rates

(%)



2018: Breakthroughs in deep learning for 

natural language processing (sequences)
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Machine Translation

• The automatic translation of texts between languages is one of the 

oldest non-numerical applications in Computer Science.

• In the past 15 years or so, MT has gone from a niche academic 

curiosity to a robust commercial industry.
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Trained on text data, neural machine 

translation is quite good!
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2020: Very large scale text and 

image generation models 
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Deep learning for healthcare: the 

rise of medical data

36

Q: What are other examples of medical data?



Electronic health records -- making 

patient data available
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Genomics data
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Wearables and other sensor data
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AI in healthcare: biomedical image

interpretation
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Cancer-associated adipocytes: key players in breast cancer 
progression



AI in healthcare: genomic analysis 
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AI in healthcare: drug discovery and 

drug interaction prediction

42



Uncertainty and AI / human 

collaboration
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Privacy and security

44

Health Insurance Portability and Accountability Act (HIPAA)
HIPAA protects all “individually identifiable health information” held or transmitted by a covered 

entity or its business associate, in any form or media, whether electronic, paper, or oral. 



DS vs AI vs ML vs DL – Difference
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Machine Learning
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Machine learning is a subset of artificial intelligence (AI) that focuses on developing

algorithms and statistical models that enable computers to learn from and make

predictions or decisions based on data. Here are some key points:

1.Learning from Data: Machine learning algorithms improve their performance as 

they are exposed to more data. They identify patterns and relationships within the data 

to make informed decisions.

2.Types of Machine Learning:

•Supervised Learning: The algorithm is trained on labeled data, meaning the

input comes with the correct output. Examples include classification and

regression tasks. 

•Unsupervised Learning: The algorithm works with unlabeled data and tries to

find hidden patterns or intrinsic structures. Examples include clustering and

association tasks. 

•Reinforcement Learning: The algorithm learns by interacting with an 

environment, receiving rewards or penalties based on its actions, and aims to

maximize the cumulative reward. 

3.Applications: Machine learning is used in various fields such as healthcare

(predicting diseases), finance (fraud detection), marketing (customer segmentation), 

and many more.



Learning from Data
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Medical Insurance Price Prediction using Machine Learning

This dataset contains 1338 data points with 6 independent features and 1 target feature(charges).

https://www.geeksforgeeks.org/medical-insurance-price-prediction-using-machine-learning-python/

https://www.geeksforgeeks.org/medical-insurance-price-prediction-using-machine-learning-python/


Scatter plot of the charges paid v/s 

age and BMI respectively
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• Exploratory Data Analysis (EDA) : EDA is an approach to analyzing the data using visual 

techniques. It is used to discover trends, and patterns, or to check assumptions with the help of 

statistical summaries and graphical representations. While performing the EDA of this dataset we 

will try to look at what is the relation between the independent features that is how one affects the 

other.

• Model Development : There are many ML models available that find and learn relationship

between features and target variable. 

• Then, we use these models in our applications

(to predict for insurance price detection in our example.)



Machine Learning Models
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• Graphical representation of traditional statistical approaches to regression, 

with logistic (A) and linear regression (B) on the top row. 

• The bottom row demonstrates machine learning models graphically, with 

support vector machine (C), artificial neural network (D), and decision tree 

(E) approaches.



Neural network model

• TensorFlow Playground is a powerful educational resource that 
enables users to gain practical experience in building and training 
neural networks through interactive experimentation with different 
architectures, activation functions, and datasets.

50

https://playground.tensorflow.org 

https://playground.tensorflow.org/


Machine Learning vs Deep Learning

Source : cs224d 51



What’s Deep Learning (DL)?

Source : cs224d 52



Reasons for Exploring Deep 

Learning

Source : cs224d 53



Reasons for Exploring Deep 

Learning
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Machine Learning Steps
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Typical steps involved in a machine learning process/project:

1.Problem Definition: Clearly define the problem you want to solve. Identify the target

variable (the output you want to predict) and understand the business objectives.

2.Data Collection: Gather data that includes both input features and the target variable. 

Ensure the data is relevant and sufficient for training a model.

3.Data Preprocessing: Clean and prepare the data. This involves handling missing

values, removing duplicates, normalizing or standardizing features, and encoding

categorical variables.

4.Exploratory Data Analysis (EDA): Analyze the data to understand its structure, 

distribution, and relationships. Use visualization tools and statistical methods to gain

insights and identify patterns.

5.Feature Selection and Engineering: Select the most relevant features for the model. 

Create new features if necessary to improve model performance. This step can 

significantly impact the accuracy of the model.

6.Data Splitting: Split the data into training and testing sets. Typically, 70-80% of the data 

is used for training, and 20-30% is used for testing.

7.Model Selection: Choose the appropriate supervised learning algorithm based on the

problem type (e.g., linear regression, decision trees, support vector machines, neural

networks). Consider the nature of the data and the business requirements.

If you need more details on any of these steps, feel free to ask!



Machine Learning Steps

8.Model Training: Train the model using the training data. This involves fitting the model 

to the data and learning the relationships between the input features and the target

variable.

9.Model Evaluation: Evaluate the model’s performance using the testing data. Use

metrics such as accuracy, precision, recall, F1 score, and ROC-AUC to assess the

model’s effectiveness.

10.Model Tuning: Optimize the model by adjusting hyperparameters and using

techniques like cross-validation to improve its performance. This step helps in finding the

best model configuration.

11.Model Deployment: Deploy the trained model into a production environment where it 

can be used to make predictions on new data. Ensure the deployment process is robust

and scalable.

12.Monitoring and Maintenance: Continuously monitor the model’s performance in the

production environment. Update and retrain the model as needed to maintain its

accuracy and relevance over time.
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Tentative Course Outline for AI for 

Medicine I

57

WEEK TOPIC

Week 1 What is AI? History and evolution of AI in medicine

Week 2 Programming in Python - Elementary Programming

Week 3 Programming in Python - Mathematical Functions, Strings, and Objects

Week 4 Programming in Python - Decision Statements

Week 5 Programming in Python - Loops

Week 6 Programming in Python - Functions 

Week 7 Programming in Python - Multidimensional Lists, Tuples, Sets, and Dictionaries

Week 8 Programming in Python - Data Libraries/Structures for AI

Week 9 Introduction to Basic AI Models and Process for Medicine

Week 10 Data Storage, Loading, and Prepocessing/Wrangling

Week 11 Exploratory Data Analysis and Data Visualization

Week 12 Model Development

Week 13 Model Evaluation and Refinement 

Week 14 Ethical, Legal, and Social Implications of AI in Medicine
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