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Language Modeling

« Language Modeling is the task of predicting what word
comes next or the probability of a sentence.

books
the students opened their // laptops

\\‘-\"‘ exams

minds

« Goal:

— compute the probability of a sentence or sequence of words:

P(W) = P(wy,wW,,W3,W,,Wc...W,)
— compute probability of an upcoming word:
P(ws | wy,w,,ws,w,)

« A system that does this is called a Language Model

(LM).



What can you do with next-word
prediction?

*A sufficiently strong (!) language model can do many, many things

Stanford University is located in , California. [Trivia]

| put ___ fork down on the table. [syntax]
The woman walked across the street, checking for traffic over ___ shoulder. [coreference]
| went to the ocean to see the fish, turtles, seals, and . [lexical semantics/topic]

Overall, the value | got from the two hours watching it was the sum total of the popcorn and the
drink. The movie was ___. [sentiment]

Iroh went into the kitchen to make some tea. Standing next to Iroh, Zuko pondered his destiny.
Zuko left the [some reasoning — this is harder]

| was thinking about the sequence that goes 1,1, 2, 3,5,8,13,21, __ [some basic arithmetic]

Source: CS224N



Why word prediction?

It's how large language models (LLMs) work!
LLMs are trained to predict words

* Left-to-right (autoregressive) LMs learn to predict next
word

LLMs generate text by predicting words
« By predicting the next word over and over again



Applications

e Language Modeling is a subcomponent of many NLP tasks,
especially those involving generating text or estimating the

probability of text:

— Predictive typing

— Speech recognition

— Handwriting recognition

— Spelling/grammar correction
— Authorship identification

— Machine translation

— Summarization

— Dialogue

- etc.

e Many tasks in NLP has been rebuilt upon Language Modeling.
e ChatGPT is an LM!



We use Language Models every day!

0 Il meet you at the

alrport

© »

Google

what is the |

what is the weather

what is the meaning of life
what is the dark web

what is the xfl

what is the doomsday clock
what is the weather today
what is the keto diet

what is the american dream
what is the speed of light
what is the bill of rights

Google Search

I'm Feeling Lucky

-{‘-



We use Language Models every day!

ChatGPT

-0+ .
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Examples Capabilities Limitations

*Explain quantum computing in Remembars what user said May occasionalty genarate

Simple terms' eatlier in the conversation incotrect information

‘GOt any crestive deas for 8 10

Allows user to provide lobow- May occasionaly produce
year old's burthday?! up corrections hamiul instructions or blased

content

*How do | make an HTTP Trained 10 decling Inappropriste
fequest in Javascript?” fequests Limited knowledge of world and

avents after 2021




Developments in Representation Learning and LMs

N-gram Model Neural Probabilistic Pre-trained Language Model

Predicts the next item in Language Model Contextual word representation,

a sequence based on Learns a distributed representation the new pre-training-fine-tuning

its previous n-1 items. of words for language modeling. pipeline, larger corpora and
deeper neural architectures.

1954 1986 2013
1948 Distributional Hypothesis 2003 2018
Awordis characterized by the Distributed Representation Word2vec

company it keeps.

Bag-of-words

Represents a sentence or a
document as the bag of its words.

Represents items by a pattern of
activation distributed over elements.

A simple and efficient distributed
word representation used in many
NLP models.

« With the growing computing power and large-scale text data, distributed representation
trained with neural networks and large corpora has become the mainstream.

Source: Liu et al., Representation Learning for Natural Language Processing, Springer, 2020



n-gram Language Models

Question: How to learn a Language Model?
Answer (pre- Deep Learning): learn an n-gram Language Modell

e The simplest model that assigns probabilities to sentences
and sequences of words, the n-gram Language Model.

 An n-gram is a sequence of n consecutive words:

— unigrams: “the”, “students”, “opened”, "their”

— bigrams: “the students”, “students opened”, “opened their”
— trigrams: “the students opened”, “students opened their”

— four-grams: “the students opened their”

e How to estimate probabilities?

— Idea: Collect statistics about how frequent different n-grams are and use these to predict next word.

count(students opened their w)

P(w|students opened their) = .
(w b ) count(students opened their)



An example for bi-gram

<s>|am Sam </s>

c(w. ., w.
P(w, [w,_;)= (Wi2, ) <s>Sam | am </s>
C(Wi-l) <s> | do not like green eggs and ham </s>
P(I|<s>)=%=.67 P(Sam|<s>)=3=.33 P(am|I)=%=.67
P({/s}|8am):%:0’3 P(Sam|am):%— 5 P(dD|I):%—,33



n-gram LM with Shakespeare Corpus

Shakespeare Corpus contains the complete works, plays, sonnets,
and poems of Shakespeare.

N=884,647 tokens, V=29,066

The next slide shows random sentences generated from unigram,
bigram, trigram, and 4-gram models trained on Shakespeare’s
works.

The longer the context on which we train the model, the more
coherent the sentences. In the unigram sentences, there is no
coherent relation between words or any sentence-final punctuation.

The trigram and 4-gram sentences are beginning to look a lot like
Shakespeare.

Indeed, a careful investigation of the 4-gram sentences shows that
they look a little too much like Shakespeare.

The words "/t cannot be but so” are directly from King John.



Approximating Shakespeare

gram

gram

gram

gram

~To him swallowed confess hear both. Which. Of save on trail for are ay device and
rote life have
—Hill he late speaks; or! a more to leg less first you enter

~Why dost stand forth thy canopy, forsooth; he is this palpable hit the King Henry. Live
king. Follow.
~What means, sir. I confess she? then all sorts, he 1s trim, captain.

—Fly, and will rid me these news of price. Therefore the sadness of parting, as they say,
'tis done.
—Thus shall forbid 1t should be branded, if renown made it empty.

~King Henry. What! T will go seek the traitor Gloucester. Exeunt some of the watch. A
great banquet serv’d in;
—It cannot be but so.




Language Models: History

Probabilistic n-gram models of text generation [Jelinek+
1980’s, ...]

— Applications: Speech Recognition, Machine Translation

Statistical or shallow neural LMs (late 90’s — mid 00’s)
[Bengio+ 2001, ...]

Recurrent neural nets (2010s)

Pre-training deep neural language models (2017’s onward):

— Many models based on: Self-Attention



Neural Network (NN)- Language
Model

e o output distribution gpgrgo‘lﬁ/lme”ts over n-
1 Ortmax .
i y= softmax(W h) Tackles the sparsity
g == | 2 problem
" W, . Modez siz? i;s,) o(n)
: . not O(exp(n)) —n
| hidden layer being the window
000000000000000 i
, b=

W Remaining problems:
1 » Fixed window is too

concatenate tensted word embedd small
PRSI F— : concatenated word embeddin Enlarging window

L 220 o X = [’!?1,1?2,1?3,1?4] S\?ilr?égsvsclg/n never be
| ! e large enough!

lookup embeddings |  It's not deep enough
: | to capture nuanced

and our  problems turning - contextual meanings

context words in window of size 4 target word

[Bengio et al. 2003]

https://self-supervised.cs.jhu.edu/sp2025/files/slides/07.mIp-language-modeling.pdf



Recurrent Neural Network(RNN)
Language Models

i1
A= A— A . 4 -
S A S

* We feed the words one at a time to the RNN.

L POy Ko

—

* A predictive head uses the latest embedding vector to produce a probability over the
vocabulary.



RNNs: Weaknesses

* Recurrent computation 3 lapto
Is slow and difficult to Ps
parallelize.

— self-attention 3 20
mechanism, better at WU ©
representing long () B R h®) h(®
sequences and also 0 O 0 0 0
parallelizable. O Wi 8 W, o Wh o Wi -

* While RNNs in theory ® ® 0 0 0
can represent long w, w. w. |w
sequences, they quickly O 0O 0 )
forget portions of the eWlg| gl <8l <“I8
input. 2 © o °

+ Hard to learn long- BB b B

: - the students opened their
distance dependencies 2D @) 23 )

https://self-supervised.cs.jhu.edu/sp2025/files/slides/08-9.recurrent-nets.pdf



Which neural networks should be used for LLM?

Hidden
Input eye
Py
v Multilayer Perceptron (MLP) i [APAPA-ARA
v Convolutional neural network U (,5 @g (,5 @g
v Recurrent neural network Recurrent NNs
v Transformer LP
| Transformer
Convolutional NNs

Source: CSC6203



Which neural networks should be used for LLM?

« MLP

+: Strongest inductive bias: if all words are concatenated
+: Weakest inductive bias: if all words are averaged

- : The interaction at the token-level is too weak
« CNN & RNN
+: The interaction at the token-level is slightly better.
CNN: Bringing the global token-level interaction to the window-level
- . Make simplifications, its global dependencies are limited
RNN: An ideal method for processing token sequences
- . Its recursive nature has the problem of disaster forgetting.

« Transformer

+: Achieve global dependence at the token-level by decoupling token-level
interaction and feature-level abstraction into two components, in SAN and FNN.

Source: CSC6203



Transformers

Transformers map sequences of input vectors (x.....,X.) to sequences of output vectors
(Y,...,y») Of the same length.
Transformers are made up of stacks of transformer blocks, each of which is a multilayer
network made by combining simple linear layers, feedforward networks, and attention

layers, the key innovation of transformers.
Self-attention allows a network to directly extract and use information from arbitrarily large

contexts without the need to pass it through intermediate recurrent connections as in RNNs.
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Figure 1: The Transformer - model architecture.
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Transformers as Language Models

* Fig. 10.7 illustrates the general training approach. At each step, given all the
preceding words, the final transformer layer produces an output distribution
over the entire vocabulary. During training, the probability assigned to the
correct word is used to calculate the cross-entropy loss for each item in the

sequence

Next word long and thanks for all

. \ " Leg(Yi,y:) = —1og¥:[wiii]
Loss = logfflong | Blogyand| [=log y:.hank5| = 10% Yfor | [ logl Yall | - = T %;LCE

Linear Layer N 7

Transformer ————
Block

Input
Embeddings

So long and thanks for

BTGNS  Training a transformer as a language model.

20



Attention

* Coreidea: build a mechanismto focus (“attend”) on a particular part of the context.

* How can this overcome the "long-range dependencies" problem in RNNs? By allow
the model to directly “look” @) at all tokens and decide which one is useful.
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The attention mechanism enables the Transformer to handle long-range dependencies more
effectively than traditional RNNs or CNNs. It allows the model to understand the context of each word
in a sentence by considering its relationships with all other words, leading to better performance on
various NLP tasks

https://self-supervised.cs.jhu.edu/sp2025/files/slides/10-11.transformers.pdf



RNN vs Transformer

* Notice that self-attention can directly “look” at all tokens and decide which one is useful.

? 1 ! 1. 12 t 1 1
(]
RNN layer 3 H HB B E EJ @ @ : @ @ Transformer layer
]
o (o [0 (0 [0 [ o [0 [0 [0 [ [0
ANN layer 2 : : : : .: ,_.: : : : : : : Transformer layer 2
0 0 0 L 0 ¢} [¢] [¥] 0 [ ] Q ]
TRTTYY Al
o (o (o (o [0 [o o 0 (o [0 [o [0
RNN layer 1 : : : 0 0 : : : : : : : Transformer layer 1
0] *-.r‘ 0 _:_‘ 0 % 0 ¢ 0 [ ] 0 ¢}
TTTT T T TP T T ¥
the  movie wes tembly exitng | the ~movie was terribly exciting !

https://self-supervised.cs.jhu.edu/sp2025/files/slides/10-11.transformers.pdf



Attention

Attention

Encoder

distribution

scores

RNN

Transformers for Neural Machine Translation (NMT)
Sequence-to-sequence with attention

Attention Use the attention distribution to take a

The attention output mostly contains
information from the hidden states that
received high attention.

output weighted sum of the encoder hidden states.

il a m’  entarté <START>
A J

Source sentence (input)

https://web.stanford.edu/class/cs224n/slides_w25/cs224n-2025-lecture06-fancy-rnn.pdf

NNY J3p023@




Attention
distribution

Attention

Encoder

Sequence-to-sequence with attention

scores

RNN

Attention he

output

Concatenate attention output
with decoder hidden state, then
use to compute ¥, as before

il a m’  entarté <START>

\ J

Y
Source sentence (input)

https://web.stanford.edu/class/cs224n/slides_w25/cs224n-2025-lecture06-fancy-rnn.pdf

NNY J9p0daq



Attention

Attention

Encoder

scores  distribution

RNN

Sequence-to-sequence with attention

output

—
-

(o] o
o] o
(o] o]
o (@]
m’ entarté <START> he hit me with a
A\ J
Y

Source sentence (input)

https://web.stanford.edu/class/cs224n/slides_w25/cs224n-2025-lecture06-fancy-rnn.pdf



Attention is parallelizable, and solves bottleneck issues

Attention is great! N\

« Attention significantly improves NMT performance /\*
* It’s very useful to allow decoder to focus on certain parts of the source
* Attention provides a more “human-like” model of the MT process
* You can look back at the source sentence while translating, rather than needing to remember it all
* Attention solves the bottleneck problem
* Attention allows decoder to look directly at source; bypass bottleneck
* Attention helps with the vanishing gradient problem
* Provides shortcut to faraway states

 Attention provides some interpretability

me

=
£

with

pie

* By inspecting attention distribution, we see what the decoder was focusing on

il
« We get (soft) alignment for free! 1

a
* The network just learned alignment by itself

ml

o | — attention has quadratic cost with respect to sequence length) |
entarté

https://web.stanford.edu/class/cs224n/slides_w25/cs224n-2025-lecture06-fancy-rnn.pdf




Multihead Attention

The different words in a sentence can relate to each other in many different
ways simultaneously. For example, distinct syntactic, semantic, and
discourse relationships can hold between verbs and their arguments in a
sentence.

It would be difficult for a single transformer block to learn to capture all of the
different kinds of parallel relations among its inputs.

Transformers address this issue with multihead self-attention layers.

These are sets of self-attention layers, called heads, that reside in parallel
layers at the same depth in a model, each with its own set of parameters.

Given these distinct sets of parameters, each head can learn different
aspects of the relationships that exist among inputs at the same level of
abstraction.

27



Layer: 5 $ | Attention:| Input - Input

Multihead Attention

Layer: 5 $ Attention:| Input - Input

The_ The_ The_ The_
animal_ animal_ animal_ animal_
didn_ didn_ didn_ didn_
t t t_ -3
Cross_ Cross_ Cross__ Cross__
the the the_ the_
street_ street_ street_ street__
because because because_ because_
it_ it it it_
was_ was_ - was__
too_ too_ o t.oo_
tire tire tire
d d dl

HEAD 2: As we encode the word "it", one attention head is

HEAD 1: As we are encoding the word "it" in
encoder #5 (the top encoder in the stack), part of
the attention mechanism was focusing on "The
Animal", and baked a part of its representation into
the encoding of "it".

focusing most on "the animal”, while another is focusing on
“tired" -- in a sense, the model's representation of the word
"it" bakes in some of the representation of both "animal" and
“tired".

Source: https://jalammar.github.io/illustrated-transformer/ 28



Yang et al. Harnessing the Power of LLMs in
Practice: A Survey on ChatGPT and Beyond,

2023
After Transformers
Evolutionary -
T ﬁa, @G _BardG @PT-9® [ Ourassic-328  Clauddi
2023 —
[ChatePT S Galactica s
(BLOOM| %
Open-Sou » Minerva
[C‘I.osed—Soud Ca \ o = PalLM ¥
[Chinchilld®
—ad InstructGPTS® FDAG soX{a
GPT-3[a/
GLM[::: GPT-Neo[s)
2021 e
9%
(2020) 7=
:.'?:c-,:v e —~ - - XLNet G GPT 2 :‘Id‘:;" m ;;_ g
‘. By =25 BE_|1©
(2019) e P [ Ea—
mh\ — Lig‘\‘\& Encode -~—(:.—>zj%\ Decoder-Only G,T_l s — gf*?l
en) o 3 —— ===={o0
C— )
, G

The evolutionary tree of modern LLMs traces the development of language

models in recent years and highlights some of the most well-known models 29



Impact of Transformers
* A building block for a variety of LMs

Examples: BERT, RoBERTa, SciBERT.

A
4-.1-

Encoders . e
% Captures bidirectional context.
% Examples: GPT-2, GPT-3, LaMDA
Decoders ) |
% Other name: causal or auto-regressive language model
% Nice to generate from; can't condition on future words
Encoder- % Examples: Transformer, T5, Meena

2 Decoders % What's the best way to pretrain them?

30



Larger and larger models

The blessings of scale
Al training runs, estimated computing resources used
Floating-point operations, selected systems, by type, log scale

PaLM (540B)
GPT-3 o Ll
: GPT-2
® Drawing @ Language 1020
® Vision Other BERT-Large
NPLM o
. ®
12
NetTalk ¢ 19
. o '
Neocognitron o @ 108
&
ADALINE
° 104
OTheseus 1
I ’ I v I ' | ' I v 1 ' I ' =
1950 60 70 80 90 2000 10 22

Sources: "“Compute trends across three eras of machine learning”, by |. Sevilla et al., arXiv. 2022: Our World in Data
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NUMEBER OF PARAMETERS

Larger and larger models

Parameters of transformer-based
language models

1 trillion

1T

B00B

600B

4008

175 billion

200B

17 billion 2.7 billion 2 billion 345 million
| |

GPT-4 GPT-3 Turing-NLG GPT-NEO GPT-2 BERT

https://www.techtarget.com/whatis/definition/large-language-model-LLM#:~:text=While%20there%20isn't%20a,0ne%20billion%200r%20more%20parameters
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Larger and larger models

Moore’s law for the number of transistors on a chip. You can observe the exponential
increase in the model size from the below graph. According to Moore’s Law, the model size

IS Increasi

ng by a factor of 10 year-on-year.

NLP’s Moore’s Law: Every year model size increases by 10x

1800
Google
= Switch Transformer ?
21440 16T
@ ;
£1080 @Ai_.-
g NLP model size and computation are increasing exponentially OGp;!I..'é
o 1#
€ 720 B¥ Microsoft 1}03
,&’ T-NLG .~
@ 178 .~
9 360 6 6 @INVIDIA .~
3 Google OpenAI Google OpenAl MegatronlM*
= Transformer GPT BERT GPT-2  ° 838
0.05B 0.11B  0.34B .. 1.68"
0 3 ............. o .........5 ........ o _
2017 2018 2019 2020 2021



Trained on more and more data

200
Billion

3 30
Gﬁ%?] Billion  Billion
. O

13y.0. BERT ROBERTa GPT-3 Chinchilla
Human (2018) (2019) (2020) (2022)

# tokens seen during training

https://babylm.github.io/
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Chatbot Arena LLM Leaderboard

Rankx (UB) A Rank 4+ Model A Azena 4 95% CI + Votes 4+ Organization + License
(StyleCtxl) Score
1 1 GPT-4.5:-Preview 1411 +11/-11 3242 OpenAI Proprietary
1 2 Grok-3-Preview-02-24 1412 +8/-10 3364 xAT Proprietary
3 2 ChatGPT-40-latest. (2025:01:29). 1377 +5/-4 17221 OpenAI Proprietary
3 3 Geminiz2.0-Pro-Exp-02-05 1380 +5/-6 15466 Google Proprietary
3 5 Gemini-2.0-Flash-Thinking-Exp-01-21 1384 +6/-5 17487 Google Proprietary
6 3 DeepSeek:-R1 1363 +8/-6 8580 DeepSeek MIT
6 10 Gemini-2.0-Flash-001 1357 +6/-5 13257 Google Proprietary
7 3 01-2024-12-17 1352 +4/-6 19785 OpenAI Proprietary
9 7 Qlzpreview 1335 +4/-3 33167 OpenAl Proprietary
9 10 Quen2.2:-Max 1336 +7/-5 11930 Alibaba Proprietary
9 10 03-mini-high 1329 +8/-6 9102 OpenAI Proprietary
11 13 Reepseek:V3 1318 +5/-4 22007 DeepSeek DeepSeek
12 5 Claude.3.7.Sonnetk 1309 +9/-11 4254 Anthropic Proprietary
12 15 Quwen-Plus-0125 13160 +7/-5 6054 Alibabha Proprietary
12 16 GLM-4-Plus- 0111 1311 +8/-8 6035 Zhipu Proprietary
13 14 Gemini-2.0:Flash:Lite-Preview.02:05 1308 +5/-5 12774 Google Proprietary

13 14

1304 +5/-4 15463 OpenAl Proprietary



https://lmarena.ai/?leaderboard

Pretraining and Finetuning

TRANSFER LEARNING

IQ — @®> Fine-tuned Model

(Supervised training)

Labelled data required is Less resource intensive
significantly lower
compared to pretraining

© AIML.com Research

Highly resource intensive
(Self-supervised
training)

sTSES

Large Text Corpus

https://aiml.com/what-do-you-mean-by-pretraining-finetuning-and-transfer-learning-in-the-context-of-machine-learning-or-language-modeling/




Pretrain once, finetune many times for different tasks

o Idea: Make pre-trained model usable in downstream tasks

o Initialized with pre-trained model parameters

o Fine-tune model parameters using labeled data from downstream tasks

Pre-training

(rqs’p Mai LM Mas‘k‘ LM \ /@ /(R@AD Star/End Spar\
L) e )] (o) L)) Colliw )] ()
BERT R BERT
LEeafl & [ [ [ G [ & ] [&] Lfea ]l & | .. [ & || Eoen|[ & |.. [&]
e 1 e - g o e 3 - s p— g
[ea](rme].. (C])(men (] ... [rom] [om](mma] .. [Gon]( e |[rar]... (o]

== [_1 , \_|_l
Masked Sentence A Masked Sentence B Question * Paragraph
Uniabeled Sentence A and B Pair / \\\ Question Answer Pair /

Fine-Tuning
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Pretraining can be massively diverse

+ It's not just about the quantity, but also the incredible diversity of internet text data

Composition of the Pile by Category
# Academic ® Internet * Prose * Dialogue * Misc

D Unicode  Llama
Source Doc Type UTF{-g;jvt ® (miﬂia:\:jts words  tokens
(billions) ~ (billions)
Common Craw] & web pages 9812 3,734 1,028 2479
GitHub <> code 1,43 210 260 411
Reddit % social media 339 m 7 89
Semantic Scholar 1 papers 268 88 50 0
PubMed Central Project Gutenberg I books 204 0.056 40 6.0
Wikipedia, Wikibooks | encyclopedic 162 6.2 37 43
Total 11,519 4,367 2318 3,059
Phil  |NIH |OpenWebText2
(Gao+ 20] [Soldani+ 24]

https://web.stanford.edu/class/cs224n/slides_w25/cs224n-2025-lecture09-pretraining.pdf



Hardware and Energy Cost

The cost of training frontier Al models has grown by a factor of 2 to 3x per
year for the past eight years, suggesting that the largest models will cost
over a billion dollars by 2027.

Amortized hardware and energy cost to train frontier Al models over time % EPOCHAI

Cost (2023 USD, log scale) —— Regression mean 90% Cl of mean Using estimated cost of TPU
1B
100M Gemini 1.0 Ultra\
GPT-4
PaLM (540B)
10M \
GPT-3 175B (davinci)

AlphaGo Zero

™ AlphaGo Master Inflection-2

AlphaZero

100k GNMT

\ DALL-E
2.4x/year

10k
1000
100
10
2016 2017 2018 2019 2020 2021 2022 2023 2024

Publication date

https://epoch.ai/blog/how-much-does-it-cost-to-train-frontier-ai-models
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Training Costs

RoBERTa Large
160K

GPT-3 175B
Davinci

$4.3M

Megatron-Turing
NLG 530B

$6.4M

2019
2020

PaLM 540B

S12.4M

Gemini Ultra

191.4M

Al model training cost is the
estimated value of the training
hardware, the hardware's utilization
rate, and duration of training time.

Model Creators ~
Google

&3 OpenAl
o0 Meta

= Microsoft + <3

nNVIDLA

Source: Stanford University, Artificial Intelligence Index Report 2024

https://www.reddit.com/r/Infographics/comments/1d44tzb/the_training_cost_of ai_models_over_time/

BERT-Large
$3.3K

Transformer

830
2017
2018
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CO2 Emmisions

Training a model, especially a large one, requires a large amount of data. This becomes
very costly in terms of time and compute resources. It even translates to environmental

impact, as can be seen in the following graph.

Training Al models are carbon intensive, and data center construction is accelerating

rapidly

Training LLMs like GPT3 produces about 500 metric tons of CO2, equivalent to
taking 500 flights from NY to SF.

CO2 Emissions (In Tons)

S

GPT3
S502

- =

‘, Car Avg
- Lifetime (Incl.
Air Travel, 1 Fuel)

iy A mMmerican Life,
assenger, Avg 1 Year

63
NY-SF
[ ]

Source: Luccioni et al., 2022; Strubell et al.,, 2019 | Chart: 2023 Al Index Report

41
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DeepSeek-V3
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Figure 1 | Benchmark performance of DeepSeek-V3 and its counterparts.



DeepSeek-V3 Technical Report

« we scale up our models and introduce DeepSeek-V3, a large Mixture-of-Experts
(MoE) model with 671B parameters, of which 37B are activated for each token.

« During pre-training, we train DeepSeek-V3 on 14.8T high-quality and diverse
tokens.

« During the pre-training stage, training DeepSeek-V3 on each trillion tokens
requires only 180K H800 GPU hours, i.e., 3.7 days on our cluster with 2048
H800 GPUs.

« Consequently, our pretraining stage is completed in less than two months
(3.7%14.8 = 54.76 days)

« Assuming the rental price of the H800 GPU is $2 per GPU hour, our total training
costs amount to only $5.576M.

Training Costs | Pre-Training Context Extension Post-Training | Total
in H800 GPU Hours 2664K 119K 5K 2788K
in USD $5.328M $0.238M $0.01M $5.576M

Table 1 | Training costs of DeepSeek-V3, assuming the rental price of H800 is $2 per GPU hour.
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DeepSeek $6M Cost Of Training Is Misleading

The $5-6M cost of training is misleading. It comes from the claim
that 2048 H80O0 cards were used for *one* training, which at market
prices is upwards of $5-6M.

Developing such a model, however, requires running this training,
or some variation of it, many times, and also many other
experiments

That makes the cost to be many times above that, not to mention
data collection and other things, a process which can be very
expensive

Also, 2048 H800 cost between $50-100M.

https://therecursive.com/martin-vechev-of-insait-deepseek-6m-cost-of-training-is-misleading/
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Al Arms Race

« Demis Hassabis, Google's artificial intelligence (Al) chief:

* In an interview with Bloomberg Television, Hassabis, who leads
Google’'s DeepMind, called the idea that the Chinese startup spent so
little to develop an Al system that rivals American tech giants
“exaggerated and a little bit misleading.”

 His comments come at a time when, as PYMNTS wrote last week, the
“Al arms race is getting pricey,” with Google, Meta Microsoft and
Amazon planning to collectively spend at least $320 billion on capital
expenditures in 2025, the bulk of it for Al.

- Meta's budget for capital expenditures could reach as high as $65
billion,

« while GO0GIE has set aside SZ8BIlliGR, primarily for data centers,
servers and networking infrastructure.

- Amazon projects it will spend $100 billion,

« while Microsoft is booking S80 billion to construct data centers, train
Al models and launch Al and cloud-based applications.

https://www.pymnts.com/artificial-intelligence-2/2025/google-ai-head-reports-of-deepseeks-low-
costs-are-misleading/ 45
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What Are Medical LLMs?

« Specialized large language models trained on medical
data to assist in healthcare tasks.

 Key Features:
« Understand and generate human-like text.
« Trained on medical literature, clinical notes, and health records.
« Designed for tasks like diagnosis support, patient interaction,
and research.

« Examples:
* BioGPT (Microsoft)
 Med-PaLM / Med-PaLM 2 (Google)
e ClinicalBERT
« GatorTron
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How Are Medical LLMs Built?

Base Models: GPT, BERT, LLaMA, etc.

Training Process:
« Base Models are Pre-trained on general text (e.g., books, websites)
« Domain Adaptation:

* Fine-tuned on medical datasets (e.g., PubMed, EHRS).
* Instruction Tuning: Using QA pairs or curated prompts

Key Technologies:
« Natural Language Processing (NLP).
« Transformer architectures (e.g., BERT, GPT).

Data Sources:
« Peer-reviewed journals, clinical trial data, patient records.
« Anonymized and ethically sourced to ensure privacy.
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Datasets for LLMs in Medicine Research

Table 2 Datasets for LLMM research

Dataset

Size

Source

GPT-3-ENS

MEDIOQ . A-
2019

MS MARCO passagce

MS MARCO MED

LiveQA TREC-2017

SMM4H

CADEC

* There are many datasets: See

6900 labeled snippet-sum-
Mmary pairs

208 gquestions and 1701 asso-
ciated answers

8.8 M passages and about 1 M
questions

More than 1 M anonymous
questions

634 and 104 QA samples
from consumers in the
development and test sets,
respectively

19.699 Twitter posts with
annotations

1250 medical forum posts

Chat-based
telemedicine platform

The U.S. National Library
of Medicine and MNational
Institute of Health

Drata were obtained via a
search conducted using
Bing search engine

Obtained through Bing search

Questions are trom the U.S.
Mational Library of Medi-
cine, concerning consumer
health

Primarily sourced from social
media platforms such as
Twitter

Sourced tfrom patient-reported
Adverse Events

Artificial Intelligence Review (2024) 57:299 https://doi.org/10.1007/s10462-024-10921-0
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Why Medical LLMs Matter

 Healthcare Challenges:
« Growing demand for personalized care.
» Overburdened healthcare systems.
* Need for faster, evidence-based decision-making.

 LLM Solutions:
« Automate repetitive tasks (e.g., medical record summarization).
« Enhance diagnostic accuracy.
« Improve patient communication and education.
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Applications of Medical LLMs

Clinical Decision Support:
» Assist doctors in diagnosing rare diseases.

* Suggest treatment plans based on patient data and medical
guidelines.

Medical Research:

« Summarize research papers and identify trends.

» Accelerate drug discovery through data analysis.
Patient Interaction:

« Power chatbots for triage and patient queries.

« Translate medical jargon into patient-friendly language.
Administrative Efficiency:

« Automate clinical documentation and coding.

« Streamline insurance claims and billing.
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Applications of Medical LLMs

Clinical decision support and Medical
administrative tasks assistance question-answering

Medical product safety Medical dialog summarization

monitoringand disease diagnosis

Electronic health record,clinical
letters and medical note generation
Clinical health reasoning

and diagnostic reasoning
Scientifc research
Medical education and
language translation
Medical imaging
recognition and analysis

Artificial Intelligence Review (2024) 57:299 https://doi.org/10.1007/s10462-024-10921-0



Evaluation Metrics

Accuracy (e.g., USMLE performance)
Factuality / Faithfulness
Clinical Utility

Human-in-the-loop testing
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Case Studies

« Med-PaLM (Google):
« Achieved high accuracy on medical guestion-answering
benchmarks (e.g., MedQA).

« Used for clinical decision support and patient education.

« GatorTron (University of Florida):

* Trained on 90 billion words of clinical text.

» Improves prediction of hospital readmissions and diagnoses.
« Chatbot Example:

 Al-driven triage systems in hospitals reduce wait times by 20-
30%.
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MedQA (USMLE) accuracy

Medical question answering benchmark PalLM
(540B)
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|
v Prompting
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LiveQA - MedQA
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- o
- A * -
MedicationQA N, MedMCQA Instruction
PubMedQA  MMLU prompt tuning

Fig.1|Overview of our contributions. We curate MultiMedQA, abenchmark
foranswering medical questions spanning medical exam, medical research and
consumer medical questions. We evaluate PaLM and its instructed-tuned
variant, Flan-PaLM, on MultiMedQA. Using acombination of prompting
strategies, Flan-PaLM exceeds state-of-the-art performance on MedQA (US
Medical Licensing Examination (USMLE)). MedMCOA. PubMedOA and MMLU

Automated and human evaluation Flan-PaLM
(540B)
65 "67.6
B0
+H17%
55 PubMed GPT
DRAGON (2.7B) .
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el .
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“33.3
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MedQA (USMLE) accuracy (%)

—{ Q: How long does it take for newborn jaundice to go away?

Med-PaLM: Mewborn jaundice is when a newbom baby's skin and eyes look yellow. It is
caused by a buildup of a substance called bilirubin in the baby's blood. Bilirubin is a
byproduct of the normal process of red blood cells breaking down. Newbom jaundice is
common and typically harmless, but it can be a sign of a more serious condition. The
jaundice typically goes away on its own within a few weeks. In some cases, it may last
longer or require treatment. The time it takes for the jaundice to go away can vary
depending on the cause and the severity of the jaundice. if the jaundice is severs or
lasts longer than a few weeks, the doctor may recommend testing or treatment to
determine the cause and prevent complications.

Med-PalLM performs encouragingly
on consumer medical [question answering

clinical topics. In particular, itimproves over the previousstate of thearton
MedQA (USMLE) by over 17%. We next propose instruction prompt tuning
to further align Flan-PaLM to the medical domain, producing Med-PaLM.
Med-PaLM’s answers to consumer medical questions compare favourably
with answers given by clinicians under our human evaluation framework,
demonstrating the effectiveness of instruction poromot tuning.
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Analysis of ChatGPT models’ and medical students’ performance on
USMLE questions (2024)

100%

* * *
| — | — f 1
* * ,._*_.‘
90% ! 1 : Y
* OMedical Students

. A * —_ - :

80% — o GPT-3.5
BGPT-4

70% OGPT-4o

60%

Percent Correct (%)

50%

40%

Overall Accuracy Preclinical Accuracy Clinical Accuracy
(n=750) (n=375) (n=375)

Figure 1. Analysis of ChatGPT models’ and medical students’ performance on USMLE questions. This
figure displays the comparative accuracies of ChatGPT 3.5 (GPT-3.5), ChatGPT 4 (GPT-4), ChatGPT 4
Omni (GPT-40), and medical students in answering a set of 750 USMLE-style questions. The overall
accuracy, preclinical accuracy, and clinical accuracy are shown. Asterisks (*) denote statistically
significant differences (/.05), highlighting the advancements in newer models of the GPT series. The
number of questions is indicated for each category: n=750 for overall accuracy, n=375 for preclinical
accuracy, and n=375 for clinical accuracy. GPT: Generative Pre-trained Transformer; USMLE: United
States Medical Licensing Examination.

https://mededu.jmir.org/2024/1/e63430/ 56
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https://hugqgingface.co/spaces/openlifescienceai/open
medical IIm leaderboard

Model 4 Average 4 MedMCQA » MedQA » MMLU Anatomy & MMLU Clinical Knowledge «

19)

&  ProbeMedicalYonseiMAILab/medllama3-v20 90.01 75.4 81.07 91.85 95.85
¢ ProbeMedicalYonseiMATLab/medllama3-v20 89.94 75.19 81.38  91.85 95.47
¢  aaditya/OpenBiollMl1lama-708 86.06 74.01 78.16 83.9 92.93
@  Med-Palh.2.(5.Shots) 84.09 7.3 79.7 77.8 88.3
¢ &4 82.97 69.5 78.8 80 86.4
¢  skumar9/llama-medx v3,2 75.42 60.53 61.04 77.04 82.26
@ Flan:Pal¥ 74.7 57.6 67.6  63.7 80.4
¢ Jayant9928/orpo_med_v3 73.94 61.3 61.19 71.85 78.11
¢  skumar9/[lama-medx v3.1 73.94 61.3 61.19 71.85 78.11
¢  Johnsnowlabs/JSL-Medl 1ama-3-8B-v2.0 73.85 61.3 62.06 71.85 78.11
¢  skumar9/Llama-medx_v3 73.83 61.2 61.27 71.85 78.11
€  Javant9928/orpo med v2 73.65 61.18 61.59 71.11 76.98
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Benefits of Medical LLMs

Accuracy: Matches or exceeds human performance in
specific tasks (e.g., radiology report analysis).

Scalability: Supports healthcare systems in
underserved areas.

Efficiency: Reduces time spent on documentation by up
to 50%.

Accessibility: Enables 24/7 patient support via Al
chatbots.
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Challenges and Limitations

Data Privacy:
« Handling sensitive patient data (HIPAA compliance).

Hallucinations: Incorrect or fabricated facts

Bias and Fairness:
* RIisk of biased outputs if trained on unrepresentative data.

Interpretability:
« "Black box" nature makes it hard to explain decisions.

Explainability: Lack of transparency in outputs

Regulatory Hurdles:
« FDA and other bodies require rigorous validation.

Ethical Concerns:
» QOver-reliance on Al could undermine human expertise.
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Future of Medical LLMs

Personalized Medicine:
» Tailored treatment plans based on genetic and clinical data.

Global Health Impact:
» Support telemedicine in low-resource settings.

Integration with Wearables:
* Real-time health monitoring and alerts via LLMSs.

Continuous Learning:
* Models that update with new medical knowledge.

Ethical Al:

* Focus on transparency, fairness, and patient trust.
Multimodal models (text + images + structured data)

Integration into EHR systems
Human-Al collaboration in diagnostics

Open-source medical Al ecosystems

61



Conclusion

e Summary:

* Medical LLMs are transforming healthcare with enhanced
decision-making, efficiency, and accessibility.

« Challenges like privacy, bias, and regulation must be addressed.
« Call to Action:

 Invest in ethical Al development.

* Foster collaboration between Al experts and healthcare
professionals.
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